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Highlights

• Semiparametric two-step estimators with estimated control variables are considered.

• Common identification condition is relaxed to an index restriction.

• Influence function contains an extra term.

Abstract

We derive the influence function for two-step estimators with estimated control variables.

We adopt a weaker identification assumption than is commonly used in the literature, and as

a consequence, an extra term shows up in the influence function.
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Introduction

hen some regressors are endogenous in an econometric model, an attractive identification strat

y is to use a moment restriction that conditions on control variables. These control variable

pically are estimated in a first step as the residuals in a parametric or nonparametric relatio

tween the endogenous regressors and instruments. In a second step, a conditional expectatio

the dependent variable on the endogenous regressors and the control variables can be estimate

nparametrically as in Imbens and Newey (2009), and this conditional expectation can be aver

ed over the control variables to obtain the Average Structural Function (ASF). In applied work

wever, parametric or semiparametric specifications along the line of Rivers and Vuong (1988

Blundell and Powell (2004) are likely to be adopted, and it is of interest to understand how

tistical inference about the estimated finite-dimensional parameters should be implemented.

The purpose of our paper is to develop a unified framework to understand inferential issue

ising from such two-step estimation. We are interested in estimating a finite dimensional vecto

parameters β∗ ∈ Rdβ , which is identified together with an unknown function λ∗ (·) as the uniqu

lution of a minimization problem. That is,

(β∗, λ∗) ≡ arg min
β,λ

E [ψ(Z, β, λ(v(π∗)))] , (1

ere Z is a vector of all observable variables, v(π) ≡ v(Z, π) is the control variable known u

π∗, and π∗ is a finite/infinite-dimensional parameter identified outside the model in a firs

p. The v(·) is determined by the procedure used to generate the control variable that enter

an argument of λ∗(·). The criterion function ψ(z, β, λ) is known. An estimator β̂ of β∗ ca

obtained using the sample analog of (1) with a first-step estimator of π∗ and a nonparametri

g., the kernel or series) method estimating λ∗.

We make two technical contributions. First, we consider criterion functions ψ(z, β, λ) that ar

neral enough to nest many specific models as special cases, and provide a unified framewor

understand the inferential problems. We follow Newey’s (1994) path-derivative calculations t

aracterize the influence function that takes account of the estimation noise of the control variable

d therefore, our result is invariant to the specific nonparametric estimation method in the secon

p. Second, we consider moment conditions which are different from those imposed in th

evious literature. The previous literature assumed that the “error” in the second step is (mea

quantile) independent of the endogenous regressor given a set of instruments, whereas we impos

nditional independence given just the control variable. For example, in a model Y = Xβ∗ +

(v) + ε with X = W>π∗ + v, a common assumption is E [ε|X,W ] = 0, which is different from

ε|X, v] = 0. We adopt variants of the latter assumption when deriving the influence function

d show that this type of assumptions does make a difference in the asymptotic distribution

though the condition E [ε|X,W ] = 0 is commonly used in early literature, recent application
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the control variable approach directly impose the conditional independence restriction give

e control variable to achieve identification (see, e.g., Auerbach (2022) and Johnsson and Moo

021)). Therefore, our results can be applied to derive the asymptotic distribution of the two-ste

imators in these recent works.

The rest of the paper is organized as follows. Section 2 derives the influence function of th

iparametric two-step estimator when π∗ is estimated in a parametric first step. Section

tends the result in Section 2 to the case where π∗ is estimated in a nonparametric first step

ction 4 concludes. Proofs and demonstrative examples of the main results of this paper ar

luded in a supplemental appendix.

Two-step Estimation with a Parametric First Step

this section, we derive the influence function of the semiparametric two-step estimator β̂ whe

is parametrically specified. Since the focus is on β∗, we profile out the nonparametric componen

by solving

h (v (π) ;β, π) ≡ arg min
λ

E [ψ(Z, β, λ(v(π)))] (2

any β and any π. The properties of h (v (π) ;β, π) are characterized by the optimality conditio

the above minimization problem, which together with the optimality condition of β∗ enables u

derive the influence function.

ssumption 1 (Optimality Condition). (i) For any β, any π and any square integrable function

·) and λ1 (·) of v (π), there exist functions ψλ(·), ψβ(·), ψβ,λ(·), ψβ,β(·), ψλ,β(·) and ψλ,λ(·) o

β and λ such that

∂E [ψ(Z, β, λ (v (π)) + τλ1 (v (π)))]

∂τ

∣∣∣∣
τ=0

= E [ψλ(Z, β, λ (v (π)))λ1 (v (π))] ,

∂E [ψ(Z, β, λ(v(π)))]

∂β
= E [ψβ(Z, β, λ(v(π)))] ,

∂E [ψβ (Z, β, λ (v (π)) + τλ1 (v (π)))]

∂τ

∣∣∣∣
τ=0

= E [ψβ,λ (Z, β, λ (v (π)))λ1 (v (π))] ,

∂E [ψβ (Z, β, λ (v (π)))]

∂β>
= E [ψβ,β (Z, β, λ (v (π)))] ,

∂E [ψλ (Z, β, λ (v (π)))]

∂β
= E [ψλ,β (Z, β, λ (v (π)))] , and

∂E [ψλ (Z, β, λ (v (π)) + τλ1 (v (π)))]

∂τ

∣∣∣∣
τ=0

= E [ψλ,λ (Z, β, λ (v (π)))λ1 (v (π))] ;

) Var (ψβ (Z, β∗, λ∗(v))) and Var (ψλ (Z, β∗, λ∗(v))) are non-singular.

From the optimality of h (v (π) ;β, π), we have

E [ψλ (Z, β, h (v (π) ;β, π))λ (v (π))] = 0 (3

3
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any function λ (v (π)) of v (π) and any β. The profiled version of the minimization problem (1

comes

min
β

E [ψ(Z, β, h (v (π∗) ;β, π∗))] . (4

erefore, β∗ satisfies the following first-order condition

E [J(Z, β∗, π∗)] = 0, (5

ere

J(Z, β, π) ≡ ψβ (Z, β, h (v (π) ;β, π)) + ψλ (Z, β, h (v (π) ;β, π))
∂h (v (π) ;β, π)

∂β
, (6

d the derivative ∂h (v (π) ;β, π) /∂β exists by Assumption 1 and Assumption 2 below.

The influence function of β̂ is calculated using the arguments in Newey (1994), which show

at the function J(Z, β, π) is the key for the calculation, because: (i) J(Z, β∗, π∗) is the score o

when π∗ is known; (ii) the impact of estimating π∗ on the score function of β̂ is the derivativ

[J(Z, β∗, π∗)] /∂π> times the influence function of π̂; (iii) the Hessian matrix of β̂ is given b

[J(Z, β∗, π∗)] /∂β>.

For ease of notation, we suppress the dependence of the derivatives of ψ(z, β, λ) on the pa

meters when they are evaluated at the true parameter values. Therefore v ≡ v(π∗), ψβ (Z) ≡
(Z, β∗, λ∗(v)), ψλ (Z) ≡ ψλ (Z, β∗, λ∗(v)) and the other notations are understood similarly. De

e

g∗(v) ≡ E [ψβ,λ(Z)| v]

E [ψλ,λ(Z)| v]
and Ψβ,β ≡ −E

[
ψβ,β(Z)− ψλ,λ (Z) g∗(v)g∗(v)>

]
. (7

ssumption 2 (Mild Regularity Conditions). (i) Differentiation under expectation of ψλ(·) an

(·) is allowed; (ii) the influence function of π̂ is ϕπ(z); (iii) Ψβ,β is non-singular; (iv) ψλ,β (Z) =

,λ (Z) almost surely; (v) h (v (π) ;β, π) is continuously differentiable in β and π, and v (π) i

ntinuously differentiable in π for any β and π.

eorem 1 (Parametric First Step). Suppose that Assumptions 1 and 2 hold. Then the influenc

ction of β̂ is

Ψ−1β,β (ϕβ(Z) + Ψβ,πϕπ(Z)) , (8

ere

ϕβ(Z) ≡ ψβ(Z)− g∗(v)ψλ(Z), (9

Ψβ,π ≡ E
[
(δβ(Z)− δg(Z))

∂v (π∗)
∂π>

]
, (10

δβ(Z) ≡ [ψλ,β(Z)− g∗(v)ψλ,λ(Z)]
∂λ∗(v)

∂v
, (11

δg(Z) ≡ ψλ(Z)
∂g∗(v)

∂v
. (12

4
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The proof of Theorem 1 is included in the supplemental appendix.

emark 1 (Index Restriction). The adjustment in the score function of β̂ can be simplified unde

extra assumption

E
[
ψλ (Z)

∣∣∣∣v (π∗) ,
∂v (π∗)
∂π>

]
= 0, (13

ause in this case,

Ψβ,π = E
[
δβ(Z)

∂v (π∗)
∂π>

]
.

ndition (13) is further implied by

E [ψλ (Z) |X,W ] = 0 (14

ce v (π∗) ≡ v(X,W, π∗) is a function of X and W . Condition (14) becomes the commonly use

ntification condition in the literature of the control variable approach. On the other hand, i

w of (3) the influence function of β̂ derived here only uses

E [ψλ (Z) |v (π∗) ] = 0 (15

d (5), which is different from (14). Although condition (14) is popular in early literature, recen

plications of the control variable approach such as Auerbach (2022) and Johnsson and Moo

021) use variants of (15), which are imposed on the control variables directly. Under the weake

ndition (15), Theorem 1 shows that the extra term E
[
δg(Z)∂v(π∗)

∂π>

]
in the influence function o

may not be negligible, when assumption (13) does not hold.

Two-step Estimation with a Nonparametric First Step

this section, we extend the influence function formula of β̂ obtained in the previous sectio

the case where π∗ is nonparametrically specified in the first step. Suppose that there are L

ctions π∗,l(wl) (l = 1, . . . , L) estimated separately in the first step.

ssumption 3 (Identification of π∗,l). For each l = 1, . . . , L, π∗,l is identified by the followin

nditional moment condition

E [µl(Zl, π∗,l)|Wl] = 0,

ere µl(zl, πl) is a first step residual function, Zl is a sub-vector of Z and Wl is a sub-vector (o

ogenous variables) of Zl.

We follow Newey (1994) and consider any one-dimensional path of densities of Z indexed b

∈ R such that the path hits the true density at τ = 0. Let π∗,l,τ denote the counterpart of π∗
der the path τ , i.e., π∗,l,τ satisfies

Eτ [µl(Zl, π∗,l,τ )πl(Wl)] = 0 (16

5



Journal Pre-proof

for n

un

A

for

(π 0

alm

n

th f

π. .

Th 4

ho

wh

)

)

Ψβ

4

In n

un -

me s

diff x

pr
Jo
ur

na
l P

re
-p

ro
of

any square integrable function πl(·), where Eτ [·] denotes the conditional expectation take

der the path density indexed by τ .

ssumption 4. (i) Suppose that there exists a function µl,π(zl, πl) such that

∂E [µl(Zl, π∗,l,τ )πl(Wl)]

∂τ

∣∣∣∣
τ=0

= E
[
µl,π(Zl, π∗,l)πl(Wl)

∂π∗,l,τ (Wl)

∂τ

]∣∣∣∣
τ=0

any square integrable function πl(·) and l = 1, . . . , L; (ii) v(z, π) is differentiable in π ≡
1, . . . , πL)> and it depends on π only through its value π(w); (iii) |E [µl,π(Zl, π∗,l)|Wl]| >

ost surely for l = 1, . . . , L.

Assumption 4 is mainly used to derive the effect of the first step nonparametric estimator o

e influence function of β̂. Condition (ii) imposes smoothness on the control variable in terms o

Condition (iii) is a local identification condition of the unknown parameters π∗,l (l = 1, . . . , L)

eorem 2 (Nonparametric First Step). Suppose that Assumptions 1, 2(i, iii, iv, v), 3 and

ld. Then the influence function of β̂ is

Ψ−1β,β

(
ϕβ(Z) + δπ(W )>ϕπ(Z)

)
,

ere δπ(W ) ≡ (δ1,π(Wl), . . . , δL,π(WL))>,

δl,π(Wl) ≡ E
[

[δβ(Z)− δg(Z)]
∂v(π∗)
∂πl

∣∣∣∣Wl

]
, and (17

ϕπ(Z) ≡ −
(

µ1(Z1, π∗,1)
E [µ1,π(Z1, π∗,1)|W1]

, · · · , µL(ZL, π∗,L)

E [µL,π(ZL, π∗,L)|WL]

)>
, (18

,β, ϕβ(·), δβ(·) and δg(·) are defined in (7), (9), (11) and (12), respectively.

The proof of Theorem 2 is included in the supplemental appendix.

Conclusion

this paper, we derive the influence function of semiparametric two-step estimators where a

known function/control variable is estimated in a first step, which can be parametric, semipara

tric or fully nonparametric. The influence function is derived under an index restriction that i

erent from the common identification condition in the literature. The supplemental appendi

ovides illustrative examples of the influence function formula.
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